Supplementary Materials

Pilot data

Because imagery is a covert cognitive process, our study requires that both neurophysiological and
behavioural assessments show evidence of adequate internal validity (i.e., fundamental effects of our
experimental manipulations should be detectable at the group level). This is a ‘methodological check’
before considering correlations between them, an analysis conducted at the individual level, as pairs
of data are related within each individual. Below, we provide justifications based on pilot data or well-
established effects that demonstrate the feasibility of our proposed approach.

Neurophysiological measures

Our experimental protocol is unique, though heavily informed by previous studies.™ We provide pilot
data (N=10) replicating the effects of single-pulse TMS and paired-pulse TMS on MEPs during
movement imagery (following identical procedures as outlined in the methods section and in Figure
1la-c). We have tested 10 healthy individuals (5 females, 5 males; 9 right-handed, 1 left-handed; age =
26.7 + 2.53 years (mean % SD), range = 22 — 30 years; Resting Motor Threshold (RMT) = 53.5 + 7.46%
MSO, range = 38 — 62% MSO).

Corticospinal facilitation (single-pulse TMS): First, we replicate the well-established phenomenon of
corticospinal facilitation during movement imagery, as shown by an average increase in MEP amplitude
in response to single-pulse TMS. Data were collected following the exact procedure as indicated above.
In single-pulse TMS (Supplementary Figure 1), the imagined (‘active’) muscle showed an average
increase in z-scored MEP amplitude compared to rest with a moderate-to-large effect size (Cohen’s d
(drm) = 1.05, 95% confidence interval [-0.32, 2.42]) and compared to the not imagined (‘non-active’)
muscle (dym = 0.71 [0.29, 1.13]). The non-active muscle showed a weaker facilitatory effect compared
to rest (drm = 0.34 [-0.8, 1.49]). We note the uncertainty intervals are large, as expected at this small
sample size. However, the global trend provides proof-of-concept that the main effect of movement
imagery on muscle-specific corticospinal excitability can be reproduced in our laboratory, even if the
effect size might be overestimated at this sample size. This is essential for subsequent correlation
analyses. Furthermore, pilot data suggest varying degrees of corticospinal facilitation during
movement imagery at the individual level (Supplementary Figure 1C), which may be associated with
individuals exhibiting varying levels of movement imagery ability (not measured behaviourally in the
pilot sample).

Cortical inhibition (paired-pulse TMS): Second, we have also collected paired-pulse TMS data to assess
intracortical inhibition (SICl)—see Fig. 1A and the procedure described above for detailed information.
We note this effect has been less replicated in the literature, but a specific prediction is that movement
imagery will reduce inhibition compared to rest,’™ though this effect has been varied across previous
studies.®!! In our pilot data, compared to unconditioned MEPs (single-pulse TMS), conditioned MEPs
(paired-pulse TMS) showed smaller MEPs across all conditions (Supplementary Figure 2), validating our
SICI protocol. Compared to rest, the ‘active’ imagery condition showed less inhibition, with a moderate
effect size and large uncertainty (drm = 0.6 [-0.1, 1.31]). However, compared to the not imagined muscle
(‘non-active’ imagery condition), the effect was negligible (d,» = 0.11 [-0.19, 0.40]), indicating that
disinhibition during movement imagery may occur through a general (not muscle-specific) mechanism.
Again, this proves feasibility of our proposed approach.
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Supplementary Figure 1. Pilot data (N=10). In all three panels, the peak-to-peak amplitude of Motor Evoked
Potentials (MEPs) collected using single-pulse Transcranial Magnetic Stimulation (TMS) are shown in either their
raw form, or following different normalization procedures, to help demonstrate the differences between these
possible approaches for data analysis. MEPs are collected from the First Dorsal Interosseous (FDI) and the
Abductor Digiti Minimi (ADM) muscles of the dominant hand. The contraction of each muscle was simulated by
the participants using kinesthetic movement imagery. As MEPs from both muscles were measured during
movement imagery in every trial, but only one muscle was imagined to be active at a time, we show results as
the imagined muscle (‘active’ imagery condition) muscle as well as the ‘not imagined muscle’ (an attention
matched but ‘non-active’ imagery condition), regardless of which specific muscle this was. Additional data was
collected at rest, with no cognitive or physical task. Note that the plots are not faceted by muscle as the
contribution of each specific muscle is not relevant for the purpose of the study—only whether they correspond
to the imagined (‘active’) or not imagined (‘non-active’) in each imagery condition. A shows the raw MEPs for
each imagery condition and at rest. Please note that raw MEPs are subject to inherent large inter-individual and
inter-muscle variability, which may create artifacts or show spurious relationships. Because of this variability,
previous TMS studies have proposed a number of different data processing procedures. B shows a transformation
whereby the data for each participant has been normalized using z-scores. Z-scored data are useful for group-
level comparisons as they eliminate inter-individual and inter-muscle variability, but can be difficult to interpret
at the individual-level. It is also common practice in TMS experiments to report normalised MEPs as ‘change from
a baseline condition’, which is a more easily interpretable metric. Because of that, C shows normalised MEPs for
each imagery condition compared to rest (dashed horizontal blue line shows mean average MEP amplitude at
rest for each participant), using the formula: (Imagery/Rest)*100. We note that for each participant, MEPs from
each muscle are normalised by their own rest to account for between-muscle variations and then averaged. In
this outcome measure, values greater than 100% indicate facilitation and lower than 100%, inhibition. In all
panels, error bars show 95% confidence intervals using 1,000 bootstrapped samples, diamonds show average
across participants for each condition, and grey dots and lines show individual participants.
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Supplementary Figure 2. Pilot data (N=9) showing the effect of movement imagery on Short Interval Intracortical
Inhibition (SICI). The outcome variable is the percentage ratio from the unconditioned Motor Evoked Potential
(MEP), which compares the paired-pulse (conditioned) MEP with the single-pulse (unconditioned) MEP, using the
formula: % Inhibition (% INH) = (Conditioned MEP/Unconditioned MEP)*100. In this measure values lower than
100% indicate inhibition and higher than 100% indicate facilitation, with 100% indicating no effect of the
conditioning pulse. This makes inhibition comparable across participants and across imagery and rest conditions.
For each participant, the data for each condition is the average of the two muscles from which MEPs were
collected (FDI and ADM of the dominant hand), as the specific contribution of each muscle is not relevant for the
purpose of the analysis, only if they correspond to the ‘active’ or ‘non-active’ imagery conditions. Data is shown
from N=9 participants, as one participant had to be excluded due to a technical issue. Error bars show 95%
confidence intervals using 1,000 bootstrapped samples, diamonds show average across participants for each
condition, and grey dots and lines show individual participants.



Behavioural measures

We have developed a battery of behavioural measures in order to provide a comprehensive
assessment of imagery generation, maintenance and manipulation.

Imagery generation (Movement Imagery Questionnaire-Revised Second edition—MIQ-RS): While
there are multiple questionnaires that assess movement imagery ability, the MIQ-RS (Fig. 1d) is chosen
because there is ample evidence that its factor structure can distinguish between visual and kinesthetic
sensory modalities of movement imagery,'? and because of its relevance in both healthy and clinical
populations. As there are no specific manipulation checks to be carried out, we do not provide specific
pilot data in this regard.

Imagery maintenance (Chronometric Radial Fitts Task—CRFT): The CRFT is a novel approach based on
the well-established relationship between a movement’s difficulty and its duration, as stated in Fitts’
law.®® Our protocol will follow the same procedure as described in Czilczer et al. 2025.1* However,
because this task is relatively new, we provide pilot data. We tested 10 healthy individuals (6 females,
4 males; 9 right-handed, 1 left-handed; age = 26.44 + 3.03 years, range = 22 — 30 years; 8 participants
overlapping with our pilot data from the neurophysiological assessment). Our data replicate the
fundamental effect whereby the time to physically tap or imagine tapping to the targets increases
linearly with the Index of Difficulty (derived by modifying target width). In the execution condition
(Supplementary Figure 3A), the group-level slope is different than 0 (Slope = 43.9ms [29.6, 58.3]) and
individual-level slopes vary from 31 to 79ms (Supplementary Figure 3B), showing a consistent increase
of reaching time with difficulty. For imagery, the group-level slope is also different than 0, although
with a wider confidence interval (Slope = 38ms [20.12, 55.9]), and individual-level slopes vary from 11
to 98ms, illustrating different degrees of movement imagery ability in the sample. This provides
feasibility that the paradigm can be implemented in our laboratory.
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Supplementary Figure 3. Pilot data for the Chronometric Radial Fitts’ Task (CRFT). Panel A shows the group-level
predictions for reaching time across the levels of difficulty, in execution and imagery conditions. It shows increases
of reaching time as a function of Index of Difficulty (ID) in both conditions. However, the imagery condition shows
a much wider confidence interval, which indicates differing movement imagery abilities in the sample. Panels B
and C show the group-level slopes and y-intercepts with their 95% confidence intervals; grey points show
individual-level data. Both panels show model-predicted values from a generalised mixed model with formula:
Reach Time ~ ID * Condition + (1 + ID*Condition | Participant). At the individual-level, the difference of the
execution and imagery slopes and y-intercepts is the outcome measure. The absolute difference (directionless) is
used, values closer to 0 indicating better imagery ability.

Mental rotation task for manipulation (Hand Laterality Judgement Task—HLIT): Our protocol will
follow the same procedure as described in Moreno-Verdu et al. 2025.% This study provided an open-
source HLJT protocol (8 angles of rotation in increments of 45°, with palmar and dorsal hand stimuli).
The study showed evidence for validity and consistency of fundamental effects (stimulus rotation,
differences in processing between dorsal and palmar views) in an overall sample of 100 participants.
As our protocol will strictly follow the same procedure, we do not provide specific pilot data in this
regard.




Supplementary Information

Data analysis plan

Data pre-processing:

TMS: For the EMG data collected in the neurophysiological assessment, raw EMG traces will
be imported directly into R using the ‘pyCFS’ library®® (originally Python-based, loaded within
R). The raw signal will be offline bandpass filtered (20Hz-500Hz) and Notch-filtered (50Hz). The
following processing steps will be carried out sequentially:

1.

Participant rejection: Participants will be excluded if they miss more than 2 out of 6
attention checks.

Trial rejection: Trials where the root mean square (rms) of the filtered signal is >10uV in
the 100ms before the first TMS artifact, illustrating possible pre-contraction of the
muscle, will be rejected. Trials where coil position can be considered ‘off target’,
according to the neuronavigation system, will be rejected. Although we will aim to
maintain coil position below 3 units of deviation in all three parameters, we
acknowledge that the expected accuracy can be slightly lower. Hence, we will reject
trials where a deviation of >5mm in distance to target or >5° in tilt or rotation deviations
is recorded. A participant will be excluded from the analysis if <50% of trials per
experimental condition are available after the two trial removal steps.

MEP collection: MEP amplitudes will be then extracted as the peak-to-peak amplitude
of the filtered EMG signal for each muscle. Only the signal after the Test Stimulus (TS)
artifact will be considered for this calculation. Previous studies suggest MEPs are
unlikely to be observed at a latency below 18ms or above 50ms.Y” Therefore, we will
consider the signal between 10ms and 50ms after the artifact in the calculation, to
ensure that any MEPs produced with lower latencies are not missed. This process will
be repeated for each trial and muscle in each participant.

Corticospinal excitability: MEPs collected during the single-pulse TMS protocol, will be
z-scored for each participant and muscle separately, to account for inter-individual and
inter-muscle variability. This will make MEP changes comparable across participants,
muscles and imagery conditions, and will be the dependent variable for the group-level
analysis.

Intracortical inhibition: For each condition, the average % of inhibition comparing the
amplitude of the average conditioned MEP (paired-pulse TMS protocol) with the
average unconditioned MEP (single-pulse TMS protocol), for each muscle
independently, will be obtained. Formula: % Inhibition (%INH) =
(MEP conditioned/ MEPunconditioned) ¥100.  This  will make inhibition comparable across
participants, muscles and imagery and rest conditions. In this measure [0, =], smaller
values indicate inhibition and values higher than 100 indicate facilitation. To optimise
power in this analysis, each data point from the paired-pulse protocol will be normalised
by the grand average of its single-pulse protocol, and then trial-to-trial data will be used
for statistical analyses.

MIQ-RS: Item-level responses will be collected and summed to obtain visual and kinesthetic
subscale sum-scores. Participants will be excluded if they miss the attention check.

CRFT: The execution time and imagery time (time elapsed between the space key press
corresponding to the home circle and the next grey target), will be collected (i.e., 5 times per
trial). An outlier analysis will be carried out following a top-down approach from participant to



trial, focusing on lower levels to detect errors such as double space bar presses.!* Participants
will be excluded if less than 50% of reaching movements are available for execution and
imagery conditions after this analysis.

HLIT: Reaction time will be collected and analysed. First, trials where reaction time is <300ms
or >3,000ms, likely reflecting anticipatory responses and no engagement with the task,
respectively, will be discarded.®® For reaction time, the average time for each unique stimulus
will be considered only for the trials with correct responses. The measure of the biomechanical
constraints effect will be the difference between the mean reaction time of medially vs.
laterally rotated stimuli. We will exclude all participants who have: 1) <60% overall accuracy,
which is considered as responding at close to chance level; or 2) >50% trials rejected due to
short or long reaction times.

Manipulation and methodological checks:

For simplicity and because we expect moderate-to-large effect sizes in the following analyses,
frequentist NHST will be employed. Type | error rate will be set at 5%. Corrections for multiple
comparisons will be applied by Bonferroni’s procedure where appropriate. Linear mixed-effects
models with by-participant random intercepts and slopes will be used throughout, using the ‘ImerTest’
package v3.1-3. If mixed models with full random structure show convergence or singularity problems,
simpler models will be used by dropping factors from the random structure in a sequential manner.

TMS experiment: As in the Pilot data, we will first formally check a group-level increase in MEP
amplitudes of the ‘active’ muscle in the movement imagery condition compared to the ‘non-
active muscle’ and rest, in single-pulse TMS protocol trials only. For that we will run a model
with z-scored MEP amplitude as the dependent variable and condition (3 levels: ‘active’
imagery, ‘non-active’ imagery and rest) as predictor (MEPs, ~ Condition + (1 +
Condition | Participant)). We will also check the effect of intracortical ‘disinhibition’ of
movement imagery, where an effect of condition on the %INH will be observed, whereby
inhibition would be higher in the ‘non-active’ imagery and rest conditions compared to the
‘active’ imagery condition (%INH ~ Condition + (1 + Condition | Participant)).

MIQ-RS: we will remove any participants that fail the attention check question. We will not
perform any specific manipulation or methodological analyses.

CRFT: we will assess the fundamental expected effect of index of difficulty (ID) on both
execution and imagery times. Therefore, we will assess whether Reach Time increases linearly
with ID for both conditions by a formal generalised mixed model with a Gamma distribution,
as movement times are typically right-skewed (Reach Time ~ ID*Condition + (1 +
ID*Condition | Participant)). We expect a moderate-to-large effect (slope > 0 and
approximately linear for both imagery and execution). As a secondary measure, we will also
check differences in y-intercepts between execution and imagery.

HUT: we expect a strong effect of Rotation Angle on reaction time. We also expect the
presence of the biomechanical constraints effect for reaction time, in the palmar view only,
therefore an interaction between Angle and View. To confirm this, we will run two models
(Reaction time ~ Angle*View + (1 + Angle*View | Participant) for general effects; Reaction time
~ Direction*View + (1+Direction*View | Participant) for the biomechanical constraints).



Power Analyses

A ‘Bayesian Power analysis’ has been conducted using simulation. We have simulated two bivariate
normal distributions that are correlated with small, moderate and large correlation coefficients (from
r=0.1tor=0.9in steps of 0.1, i.e., alternative hypotheses or H1 with different effect sizes), or no
correlation (r = 0, i.e., null hypothesis or HO). We have performed Bayesian correlations over these
simulated scenarios and obtained the Bayes Factor (BF) of each simulation. The process has been
repeated 1,000 times. Then, we have calculated the proportion of simulations that show strong
evidence in favour of H1 (BF > 10), moderate evidence in favour of HO (BFo; > 3), or no evidence in
favour of neither hypothesis (BFo; > 3 and BFio < 10) for each effect size. This can be considered the
equivalent to statistical ‘Power’ in the Bayesian framework. We have carried out this analysis for each
expected sample size (data look) depending on our frequentist-based sample size calculations (from
N=70 participants to a maximum N=140, with increments of N=10 participants). The prior has been
shrunk to control for multiple comparisons (see below for details).

The results are shown in Supplementary Figure 4. For a true null hypothesis (r = 0), the Bayesian ‘Power’
would be 68% or greater to obtain moderate evidence in favour of HO across sample sizes. The false
positive rate (strong evidence in favour of H1) would be consistently <1%, and no evidence for neither
hypothesis would occur 20-30% of time. For a true alternative hypothesis with a small effect size (r =
0.3), the false negative rate (moderate evidence in favour of HO) would be <10% and would decrease
as sample size increases. Similarly, the true positive rate (strong evidence in favour of H1) would
increase as sample size increases, reaching 77% ‘Power’ at N = 140. The proportion of evidence for
neither hypothesis would be 55% at N = 70 and would decrease as sample size increases. For larger
effect sizes (r = 0.4), ‘Power’ would be >80% at N = 90, with false negative rates <1%. For even larger
effect sizes (r > 0.5), the ‘Power’ would be >80% at N = 70. Inconclusive evidence will be primarily
obtained for marginal effect sizes (r = 0.1 and r = 0.2) and would reduce as effect size and sample size
increase.



Bayesian 'Power' across expected effect sizes

Proportion of simulations (%)

Sample Size (N}

BFy; > 3 in favour of HO | BF 4 > 10 in favour of H1 No evidence for neither HO nor H1

Supplementary Figure 4. Bayesian ‘Power’ curves for each sample size and expected effect sizes. Horizontal dashed lines show reference for 50%, 80% and 95% ‘power’. Sample

sizes are only shown from N=70 to N=140 in steps of N=10 based on the frequentist sample size calculations and stopping criterion approach. Power is based on a two-tailed
Pearson’s correlation coefficient.



Prior shrinkage for sequential analyses

Bayesian analyses which use Bayes Factors to make dichotomous decisions on effect existence or
significance (i.e. presence/absence of an effect) require error control.®® However, there is no
straightforward method or consensus on how to achieve it in the Bayesian framework (i.e. no
Bonferroni correction-like procedures are available). We will use dynamic prior specification with a
linear interpolation as a way to control for multiple comparisons due to the optional stopping
approach. The default prior distribution for the null hypothesis for a correlation coefficient is a
standard Cauchy distribution with limits [-1, +1], location = 0 and a rscale parameter which controls
the spread of the distribution (Supplementary Figure 5A).} Higher values of rscale make the
distribution flatter, thus allowing extreme values of the correlation coefficient to be plausible (Fig.
S4A). Lower values make the distribution approximate a t-student distribution with heavy tails, where
most of the probability density is around the location, thus making extreme values less plausible yet
still possible. The default value of 0.707 can be considered a wide prior which allows large values of
the correlation coefficient to be completely plausible, and values of rscale = 1 are considered a very
wide prior. Therefore, we will start our first data look (N = 70 participants) at rscale = 1, reflecting a
very weak expectation. Afterwards, the rscale value will be decreased in a linear fashion
(Supplementary Figure 5B) every time 10 new participants are enrolled, so that by the maximum
sample size (N = 140 participants), rscale = 0.3. This could be considered a very skeptical prior which
places most of the probability density near the location (i.e., correlation coefficient = 0 or null
hypothesis). Following this approach, every data look the prior will be dynamically adjusted (N = 80,
rscale =0.9; N = 90, rscale = 0.8; N =100, rscale = 0.7; N = 110, rscale = 0.6, N = 120, rscale = 0.5, N =
130, rscale = 0.4, N = 140, rscale = 0.3; Supplementary Figure 5C). This prior shrinkage will effectively
adjust the false positive rate if the null hypothesis is true. Note this method does not adjust the false
negative rate if the alternative hypothesis is true. Because we are more concerned about false positives
than false negatives, we think this approach is valuable in our case.
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Supplementary Figure 5. Dynamic prior specification. Panel A shows possible distributions for the correlation
coefficient prior according to the rscale parameter values (density is unitless, the height of the curve at any given
x shows how dense the data are around that x value; the area under the curve between two x values gives the
probability of the variable falling within that range). The panel shows how decreasing the rscale parameter makes
the distribution more concentrated around 0, indicating stronger skepticism. Panel B shows the decrease of the
rscale parameter (unitless) as a linear interpolation of the sample size, in order to make the prior more skeptical
as the number of data looks increases. Panel C shows the final distributions for the null hypothesis according to
the corresponding data look.
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Qualitative reports (self-assessments) during imagery

All questions will be formulated to be able to answer them via 11-point rating scales (from 0 to 10),
unless otherwise indicated.

TMS experiment:
1. Open-ended question: Please, describe the content of the imagery you performed.
2. What was your use of the visual modality of imagery (creating a visual image of the
movement)?
3. If you used visual imagery, what was the use a first-person perspective (watching the
movement through the eyes of the performer, from an internal point of view)?
4. If you used visual imagery, what was the use a third-person perspective (watching yourself
performing the movement, from an external point of view)?
5. What was your use of the kinesthetic modality of imagery (feeling the sensations of the
movement)?
6. What was your ability to generate movement imagery (see/feel your hand and fingers and
their movement)?
7. What was your ability to maintain movement imagery throughout the required period
(maintaining the contraction from appearance of the green circle until it disappeared)?
8. What was your ability to control movement imagery throughout the required period
(controlling the change in position of your finger)?
9. To what extent where you able to isolate movement imagery (imagining moving only the
finger requested, and not another finger or body part)?
10. Did you imagine your entire hand, or were you able to isolate imagery to the required finger
(index or little where requested)?
11. Did you have any preference in terms of fingers during imagery (would you say imagery was
easier overall for one finger compared to the other)?
MIQ-RS:
1. What is your preference for using a particular imagery modality (from totally visual to totally
kinesthetic)?
2. What perspective did you take while completing the movements in the visual modality (from
totally first-person to totally third-person)?
3. When completing the visual modality items, did you switch to kinesthetic imagery?
4. When completing the kinesthetic modality items, did you switch to visual imagery?
CRFT:
1. What was your use of the visual modality of imagery (creating a visual image of the
movement)?
2. If you used visual imagery, what was the use a first-person perspective (watching the
movement through the eyes of the performer, from an internal point of view)?
3. If you used visual imagery, what was the use a third-person perspective (watching yourself
performing the movement, from an external point of view)?
4. What was your use of the kinesthetic modality of imagery (feeling the sensations of the
movement)?
5. What was the vividness of the visual modality of imagery (considering the clarity of the

image)?



10.
11.
12.

13.
14.

HLIT:

10.

What was the vividness of the kinesthetic modality of imagery (considering the intensity of
the sensations)?

What was the vividness of the tactile modality of imagery (the texture of the objects)?
What was the vividness of the auditory modality of imagery (the hearing of sounds)?

What was your ability to generate movement imagery (see/feel your hand and fingers and
their movement)?

What was your ability to maintain movement imagery throughout the required period (from
first tap to last tap)?

What was your ability to control movement imagery throughout the required period
(controlling the change in position of your arm and hand throughout the taps)?

How quickly was imagery created?

Did you imagine yourself making errors (e.g., not hitting on the target)?

On average, how long was imagery held?

Open-ended question: Please, describe which strategy or strategies (if any) did you use to
solve the task. If you did not use any specific strategy, please write "I did not use any
strategy".

Yes/No question: In the task, were you thinking about your own hands to decide the
laterality?

Follow-up, open-ended question from the previous question: Please briefly explain.
Yes/No question: In the task, did you imagine moving your hands to make the laterality
judgements?

Follow-up, open-ended question from the previous question: Please briefly explain.

If you used imagery during the task, which hand were you imagining? (Options: left, right,
both).

What was your use of the visual modality of imagery (creating a visual image of the
movement)?

If you used visual imagery, what was the use a first-person perspective (watching the
movement through the eyes of the performer, from an internal point of view)?

If you used visual imagery, what was the use a third-person perspective (watching yourself
performing the movement, from an external point of view)?

What was your use of the kinesthetic modality of imagery (feeling the sensations of the
movement)?



